I. INTRODUCTION

Data centers, and particularly the massive ones that support cloud computing, e-commerce, social networking and other large-scale functionality, necessarily replicate data. They do this for a great many reasons: to provision financial servers that respond to incoming read-mostly requests, to parallelize computation, to cache important data items, for fault-tolerance, and the list goes on.

Our basic premise is that since updates to replicated data can be thought of as reliable multicasts, data center multicast is a potentially important technology. Nonetheless, a series of recent keynote speeches at major conferences makes it clear that data center multicast is a troubled area [9, 4, 2]. One might expect such technologies to use IP multicast hardware, but in fact this is rare, mostly because of concerns about flow control [8, 4]. Those concerns reflect the ease with which tens or hundreds of thousands of 1Gbps endpoint nodes can overwhelm a central router or an unlucky receiver, which will drop packets [11]. Only TCP is really trusted today (because it backs down when loss occurs), and indeed, TCP is the overwhelming favorite among data center transport protocols [5, 2].

Using TCP to get reliable multicast with high throughput produces an implicit TCP overlay tree.

We make the following contributions. First, we analyze the use of TCP overlay trees for reliable multicast, and find that infrequent, short delays of a tenth of a second or less may cause significant (up to 90%) throughput degradation once trees become large ($10^4$-$10^5$ nodes; a size not unreasonable in cloud settings). Nodes can experience such disturbances for a variety of reasons, such as Java garbage collection pauses, Linux scheduling delays or flushing data such as logs to disk. The degradation occurs even if message loss is negligible. Under default TCP configurations in low-latency networks, message loss can cause problems also in very small trees: we demonstrate that multicast throughput collapses with as few as $30-100$ nodes if switches become congested. Next, assuming that processing delays follow a power-law distribution, we argue that irrespective of the reliability scheme used, the delivery latency scales almost linearly in the number of receivers.

Our paper explains why overlay trees built from reliable peer-to-peer links are quite likely to perform poorly, at least if implemented naively. We are not claiming that data center multicast must inherently be slow; indeed, approaches to overcome the limitations shown by our analysis exist. Rather, our goal is to address the discrepancy between optimistic theoretical predictions and the dire results obtained in the real world: we show that infrequent short disturbances, which were never modeled or simulated, can lead to correlated delays and be extremely disruptive in the context of a reliable protocol. We achieve this by refining the theoretical model for reasoning about such systems so as to capture phenomena that have a severe impact on performance in practice, and were previously overlooked. This approach, in turn, can be used to analyze future work that remedy the problems we highlight.

II. MULTICAST MODEL

The multicast system consists of $N$ nodes, $1, \ldots, N$, placed in a high throughput low latency network with maximal bandwidth $T_{\text{max}}$. Like many previous works [1, 10, 6, 3], we assume that the nodes are structured into a balanced $k$-ary tree, and the root of the tree is the source of the multicast. The edges of the tree are reliable connections between nodes. Every internal node has one incoming buffer and outgoing buffers for all child nodes. The incoming buffer is, e.g., a TCP receive buffer for the upstream link, and the outgoing buffers can be, e.g., TCP send buffers for downstream links. The root does not have an incoming buffer and the leaf nodes do not have outgoing buffers. All incoming and outgoing buffers are of equal size, denoted by $B_0$. The maximal size of all buffers on a path from the root to a leaf of the tree is denoted by $B_{\text{max}}(N) = B_0 \cdot \Theta(\log N)$. 
We use a common model for multicast with reliable communication channels and flow-control [1, 10] in which the application on the root node transmits packets, intermediate nodes forward them without any application-level buffering (which would otherwise be equivalent to having larger TCP buffers), and the threads at the leaf nodes consume the packets. Threads will stall to prevent overflow of outgoing TCP buffers, whereas the flow-control mechanism will prevent overflow of incoming TCP buffers.

III. ANALYTIC MODEL

In this section, we model the system dynamics and illustrate oscillatory behavior. We introduce node states to model local node events, and system states to model global system behavior.

The key property captured in our model is disturbances that nodes may experience. Disturbances prevent nodes from forwarding packets. This can happen for various reasons, e.g., when the application thread does not respond or when packets do not reach the node because of a link problem. By modeling disturbances we capture dependencies among delays of messages that arrive close together. This differs from traditional models, which simply assume that message delays are independently sampled from some distribution (often exponential).

In order to model disturbances, we define two possible states of a node: Good and Bad. Nodes that experience a disturbance are in the Bad state, whereas nodes without disturbances are in the Good state. Every node in the multicast tree alternates between these states. Nodes in the Good state forward packets from upstream nodes to downstream nodes as described in the multicast model, whereas nodes in the Bad state do not forward packets. We assume that the time spent in a Good state is exponentially distributed; in a Bad state, we assume an arbitrary distribution with finite mean.

The throughput of the multicast system depends on the dynamics of local node states. To capture these dynamics, we introduce global system states. The global states transitions are described in Figure 1. The state of the multicast system is called Clean if there are no Bad nodes. When a node i becomes Bad in a Clean state, the system transitions to state FB(i) (i is the “First Bad” node), which ends when i returns to a Good state. If at the end of the FB(i) state there are no Bad nodes, the system returns to a Clean state. Otherwise, after i becomes Good, there are additional (lingering) Bad nodes in the system, the system transitions to state LB (with “Lingering Bad” nodes). The LB state continues until one of two events occurs:

- All current Bad nodes become Good. In this case, the system passes to a Clean state.
- Some node j becomes Bad. In this case, the system passes to FB(j) (possibly i = j).

An interval of time from the beginning of an FB(i) state till the beginning of the successive FB(*) state is called a period. All possible period sequences are presented in Figure 2, where we also schematically depict the system’s oscillatory behavior.

In our model, oscillations arise as follows. Suppose we are in a Clean state and some internal node i becomes Bad (the system transitions to state FB(i)). As a result, i stops forwarding packets. There are still incoming packets from the upstream link, which fill i’s buffers. When i’s incoming buffer fills up, the TCP flow control mechanism causes i’s parent node to stop sending, which in turn causes its buffers to fill up. If i’s disturbance persists, then eventually all the buffers on the path from the root to i become full, and the root’s sending throughput drops to zero. Only after the system returns to a Clean state, the root may again send packets.
During each period $k$, let $FB_k$, $LB_k$ and $C_k$ denote the number of bits transmitted by the root during the period in the $FB^*$, $LB$, and $Clean$ states, respectively, and $t_{FB_k}$, $t_{C_k}$ and $t_{LB_k}$ denote their duration in seconds. The aggregate throughput of the root during $m$ successive periods is $AGGR(m) \triangleq \sum_{k=1}^{m} FB_k + LB_k + C_k \sum_{k=1}^{m} t_{FB_k} + t_{LB_k} + t_{C_k}$.

IV. Results

Our main result is a bound on aggregate throughput. We also investigate the latency of dissemination. Let $\mu \geq \frac{B_{max}}{T_{max}}$ and $\lambda$ denote the expected delay duration and time between delays, respectively.

Theorem 1:

$$\lim_{m \to \infty} \frac{AGGR(m)}{T_{max}} \leq \min_{1 \leq n \leq N} \frac{2 \cdot \frac{B_{max}(n)}{T_{max}} + \lambda}{\mu + \frac{B_{max}(n)}{T_{max}} + \lambda} \leq \frac{2 \cdot \frac{B_{max}(N)}{T_{max}} + \lambda}{\mu + \frac{B_{max}(N)}{T_{max}} + \lambda}.$$  \hspace{1cm} (1)

Figure III shows the middle throughput bound in (1). Fine-grained disturbances model minor message loss that arises in switches and routers when default TCP stack implementation is used in high-throughput low-latency networks (the Incast problem [7]). In this scenario, throughput degradation can be up to 70%. Coarse-grained disturbances model rare (once per hour) forwarding delays in a loss-free environment and may cause significant throughput degradation (up to 90%) in large systems. Even when buffer sizes are increased to 2MB per connection (32-fold increase), the degradation is still 15–30% in both scenarios.

Theorem 2: The expected delivery latency of any reliable multicast scheme with bounded memory will grow like $\Theta(\log N)$ with the size of the system when node processing delays are exponentially distributed, and as $\Theta\left(\sqrt{N}\right)$ when node processing delays follow a power-law distribution with parameter $\alpha$.

V. Conclusion

Our work responds to a widely observed (but poorly explained) problem: data centers replicate information using overlay trees constructed from reliable links, but sometimes perform poorly even when everything seems to be operating smoothly. Our model offers possible explanations: a reliable multicast constructed in this manner often experiences throughput collapse and the problem grows worse as a system scales up.
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